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Machine learning is a branch of computer science that has the potential to transform epidemiologic sciences. Amid a
growing focus on “Big Data,” it offers epidemiologists new tools to tackle problems for which classical methods are not
well-suited. In order to critically evaluate the value of integrating machine learning algorithms and existing methods,
however, it is essential to address language and technical barriers between the two fields that can make it difficult for
epidemiologists to read and assessmachine learning studies. Here, we provide an overview of the concepts and termi-
nology used inmachine learning literature, which encompasses a diverse set of tools with goals ranging from prediction
to classification to clustering. We provide a brief introduction to 5 common machine learning algorithms and 4
ensemble-based approaches. We then summarize epidemiologic applications of machine learning techniques in the
published literature. We recommend approaches to incorporate machine learning in epidemiologic research and dis-
cuss opportunities and challenges for integratingmachine learning and existing epidemiologic researchmethods.

Big Data; ensemble models; machine learning

Abbreviations: ANN, artificial neural networks; BMA, Bayesian model averaging; BMI, body mass index; CART, classification and
regression trees; SVM, support vectormachine.

Machine learning is a branch of computer science that broadly
aims to enable computers to “learn” without being directly pro-
grammed (1). It has origins in the artificial intelligencemovement
of the 1950s and emphasizes practical objectives and appli-
cations, particularly prediction and optimization. Computers
“learn” in machine learning by improving their performance
at tasks through “experience” (2, p. xv). In practice, “experi-
ence” usually means fitting to data; hence, there is not a clear
boundary betweenmachine learning and statistical approaches.
Indeed, whether a given methodology is considered “machine
learning” or “statistical” often reflects its history as much as
genuine differences, and many algorithms (e.g., least absolute
shrinkage and selection operator (LASSO), stepwise regres-
sion) may or may not be considered machine learning depend-
ing on who you ask. Still, despite methodological similarities,
machine learning is philosophically and practically distin-
guishable. At the liberty of (considerable) oversimplification,
machine learning generally emphasizes predictive accuracy
over hypothesis-driven inference, usually focusing on large,
high-dimensional (i.e., having many covariates) data sets (3,
4). Regardless of the precise distinction between approaches,

in practice, machine learning offers epidemiologists important
tools. In particular, a growing focus on “Big Data” emphasizes
problems and data sets for which machine learning algorithms
excel whilemore commonly used statistical approaches struggle.

This primer provides a basic introduction to machine learn-
ing with the aim of providing readers a foundation for critically
reading studies based on these methods and a jumping-off point
for those interested in using machine learning techniques in epi-
demiologic research. The “Concepts and Terminology” section
of this paper presents concepts and terminology used in the
machine learning literature. The “Machine Learning Algo-
rithms” section provides a brief introduction to 5 common
machine learning algorithms: artificial neural networks, deci-
sion trees, support vector machines, naive Bayes, and k-
means clustering. These are important and commonly used
algorithms that epidemiologists are likely to encounter in
practice, but they are by no means comprehensive of this
large and highly diverse field. The following two sections,
“Ensemble Methods” and “Epidemiologic Applications,”
extend this examination to ensemble-based approaches and
epidemiologic applications in the published literature. “Brief
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Recommendations” provides some recommendations for
incorporating machine learning into epidemiologic practice,
and the last section discusses opportunities and challenges.

CONCEPTSAND TERMINOLOGY

For epidemiologists seeking to integrate machine learning
techniques into their research, language and technical barriers
between the two fields can make reading source materials and
studies challenging. Some machine learning concepts lack sta-
tistical or epidemiologic parallels, and machine learning termi-
nology often differs even where the underlying concepts are the
same. Here we briefly review basic machine learning principles
and provide a glossary of machine learning terms and their sta-
tistical/epidemiologic equivalents (Table 1).

Supervised, unsupervised, and semisupervised learning

Machine learning is broadly classifiable by whether the com-
puter’s learning (i.e., model-fitting) is “supervised” or “unsu-
pervised.” Supervised learning is akin to the type of model-
fitting that is standard in epidemiologic practice: The value
of the outcome (i.e., the dependent variable), often called
its “label” in machine learning, is known for each observation.
Data with specified outcome values are called “labeled data.”
Common supervised learning techniques include standard epi-
demiologic approaches such as linear and logistic regression, as
well as many of the most popular machine learning algorithms
(e.g., decision trees, support vector machines).

In unsupervised learning, the algorithm attempts to identify
natural relationships and groupings within the data without ref-
erence to any outcome or the “right answer” (5, p. 517). Unsu-
pervised learning approaches share similarities in goals and
structure with statistical approaches that attempt to identify
unspecified subgroups with similar characteristics (e.g., “latent”
variables or classes) (6). Clustering algorithms, which group ob-
servations on the basis of similar data characteristics (e.g., both
oranges and beach balls are round), are common unsupervised
learning implementations. Examples may include k-means clus-
tering and expectation-maximization clustering using Gaussian
mixturemodels (7, 8).

Semisupervised learning fits models to both labeled and
unlabeled data. Labeling data (outcomes) is often time-
consuming and expensive, particularly for large data sets. Semi-
supervised learning supplements limited labeled data with an
abundance of unlabeled data with the goal of improving model
performance (studies show that unlabeled data can help build a
better classifier, but appropriate model selection is critical) (9).
For example, in a study ofWeb page classification, Nigam et al.
(10) fit a naive Bayes classifier to labeled data and then used
the same classifier to probabilistically label unlabeled observa-
tions (i.e., fill in missing outcome data). They then retrained a
new classifier on the resulting, fully labeled data set, thereby
achieving a 30% increase in Web page classification accuracy
on data outside of the training set. Semisupervised learning can
bear some similarity to statistical approaches for missing data
and censoring (e.g., multiple imputation), but as an approach
that focuses on imputing missing outcomes rather than missing
covariates.

Classification versus regression algorithms

Within the domain of supervised learning, machine learning
algorithms can be further divided into classification or regres-
sion applications, depending upon the nature of the response
variable. In general, in the machine learning literature, classifi-
cation refers to prediction of categorical outcomes, while
regression refers to prediction of continuous outcomes. We use
this terminology throughout this primer and are explicit when
referring to specific regression algorithms (e.g., logistic regres-
sion). Many machine learning algorithms that were developed
to perform classification have been adapted to also address
regression problems, and vice versa.

Generative versus discriminative algorithms

Machine learning algorithms, both supervised and unsuper-
vised, can be discriminative or generative (11, 12).Discrimina-
tive algorithms directly model the conditional probability of an
outcome, Pr(y|x) (the probability of y given x), in a set of
observed data—for example, the probability that a subject has
type 2 diabetes mellitus given a certain body mass index (BMI;
weight (kg)/height (m)2). Most statistical approaches familiar to
epidemiologists (e.g., linear and logistic regression) are discrim-
inative, as are most of the algorithms discussed in this primer.

In contrast, while generative algorithms can also compute
the conditional probability of an outcome, this computation oc-
curs indirectly. Generative algorithms first model the joint prob-
ability distribution, Pr(x, y) (the probabilities associated with all
possible combinations of x and y), or, continuing our example,
a probabilistic model that accounts for all observed combina-
tions of BMIs and diabetes outcomes (Table 2). This joint prob-
ability distribution can be transformed into a conditional
probability distribution in order to classify data, as Pr(y|x) =
Pr(x, y)/Pr(x). Because the joint probability distribution models
the underlying data-generating process, generative models can
also be used, as their name suggests, for directly generating
new simulated data points reflecting the distribution of the co-
variates and outcome in themodeled population (11). However,
because they model the full joint distribution of outcomes and
covariates, generative models are generally more complex and
require more assumptions to fit than discriminative algorithms
(12, 13). Examples of generative algorithms include naive
Bayes and hiddenMarkovmodels (11).

Reinforcement learning

In reinforcement learning, systems learn to excel at a task over
time through trial and error (14). Reinforcement learning tech-
niques take an iterative approach to learning by obtaining positive
or negative feedback based on performance of a given task on
some data (whether prediction, classification, or another action)
and then self-adapting and attempting the task again on new data
(though old datamay be reencountered) (15). Depending on how
it is implemented, this approach can be akin to supervised learn-
ing, or it may represent a semisupervised approach (as in genera-
tive adversarial neural networks (16)). Reinforcement learning
algorithms often optimize the use of early, “exploratory” versions
of a model—that is, task attempts—that perform poorly to gain
information to perform better on future attempts, and then
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Table 1. Glossary of Machine Learning and Epidemiology Terminology

Machine Learning
Term(s) Epidemiology Term(s) Definition and Notes Example

Attribute, feature,
predictor, or
field

Independent variable Machine learning uses various terms to
reference what epidemiologists would
consider an “independent variable,”
including attribute, feature, predictor, and
field.

In a data set with 4 independent variables
(BMIa, age, race, and SES) and a
dependent variable (diabetesmellitus),
BMI, age, race, and SES are attributes.

Domain Range of possible variable
values

The domain is the set of possible values of
an attribute. It can be continuous or
categorical/binary.

If race is recorded in a data set as “1 =
Caucasian, 2 = African-American, and
3= other,” its domain is categorical and
includes only the 3 referenced categories.

Input and output Independent (exposure)
and dependent
(outcome) variables

In machine learning, “input” refers to all of
the predictors or independent variables
that enter themodel, and “output”
generally refers to the predicted value
(whether a number, classification, etc.) of
the dependent variable or outcome.

BMI, age, race, and SES aremodel input.
In a binary classification algorithm, the
model output is a prediction of whether a
subject does (D= 1) or does not (D= 0)
have diabetes.

Classifier,
estimator

Model “Classifiers” or “estimators” are used
generally in themachine learning
literature to refer to algorithms that
perform a prediction or classification of
interest. Their less common, thoughmore
technical, usage specifically refers to fully
parameterizedmodels that are used to
predict or classify.

A decision tree is one type of machine
learning classifier (general usage). The
more specific usage of this termwould
refer only to a parameterized decision tree
that has been fit in a data set (e.g., that
predicts diabetes outcomes from BMI, age,
sex, and SES).

Learner Model-fitting algorithm A learner inputs a training set and outputs a
classifier. Usually, but not always, learner
refers to the fitting algorithm, while
classifier refers to the fitted model.

In decision tree learning, the classification
and regression trees (CART) algorithm,
developed by Breiman et al. (27) in 1984,
is one of multiple available learners for
developing a decision tree classifier.

Dimensionality No. of covariates No. of independent variables under
consideration in a model.

A data set with 4 independent variables (BMI,
age, race, and SES) and a dependent
variable (diabetes) has 4 dimensions.

Label Value of dependent
variables, outcomes

A variable’s label is its value for each
observation (e.g., 0 or 1). Although labels
can technically describe any variable,
common shorthand is that “labeled data”
refers to data in which the dependent
variable assumes a value for all
observations.

In a data set for which an investigator has
collected information on diabetes status
(outcome) for all subjects, this is “labeled”
data. The label for diabetes is 0 or 1.
Partially labeled data would have diabetes
status missing for some subjects.

Imbalanced data Data set in which some
cases or risk categories
occur much less
frequently than the others

In imbalancedmachine learning data sets,
the outcome or another risk category of
interest occursmuch less frequently,
either because of the intrinsic nature of
the problem (e.g., a rare disease in a
database of medical records) or because
of the sampling strategy (e.g., prevalence
of cases in the study population is much
lower than that in the target/source
population). Heavily imbalanced datamay
pose challenges in some classification
algorithms and require tuning parameters
in order to correct for or otherwise address
this imbalance. Onemethod for
addressing imbalanced data sets is to
“balance” them artificially, either by
oversampling instances of the minority
class or undersampling instances of the
majority class.

Assume a hypothetical data set of pediatric,
normal-weight patients in which the
prevalence of diabetes is 2%. This data set
is imbalanced because the outcome is
very rare, which can lead to poor sensitivity
of classification algorithmswithout
parameter tuning or other corrective
methods. This imbalance is due to the
intrinsic nature of the population we are
evaluating (i.e., healthy children) and not
due to the sampling strategy or other bias.

Loss function Error measure In machine learning, a loss function is
generally considered a penalty for
misclassification when assessing a
model’s predictive performance.

A simple loss functionmay be the absolute
value of (predicted valueminus true value).
If a model predicts that a subject has
diabetes (D = 1) and the subject does not
(D= 0), the value of the loss function for
this prediction is “1.”

Abbreviations: BMI, bodymass index; SES, socioeconomic status.
a Weight (kg)/height (m)2.
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become less labile as the model “learns” more (15). Medical
and epidemiologic applications of reinforcement learning have
included modeling the effect of sequential clinical treatment
decisions on disease progression (17) (e.g., optimizing first-
and second-line therapy decisions for schizophrenia manage-
ment (18)) and personalized, adaptive medication dosing strat-
egies. For example, Nemati et al. (19) used reinforcement
learning with artificial neural networks in a cohort of intensive-
care-unit patients to develop individualized heparin dosing
strategies that evolve as a patient’s clinical phenotype changes,
in order to maximize the amount of time that blood drug levels
remainwithin the therapeutic window.

MACHINE LEARNINGALGORITHMS

In this section, we introduce 5 common machine learning al-
gorithms: artificial neural networks, decision trees, support vec-
tor machines, naive Bayes, and k-means clustering. For each, we
include a brief description, summarize strengths and limita-
tions, and highlight implementations available on common sta-
tistical computing platforms. This section is intended to provide
a high-level introduction to these algorithms, and we refer inter-
ested readers to the cited references for further information.

Artificial neural networks

Artificial neural networks (ANNs) are inspired by the signal-
ing behavior of neurons in biological neural networks. ANNs,
which consist of a population of neurons interconnected through
complex signaling pathways, use this structure to analyze com-
plex interactions between a group of measurable covariates in
order to predict an outcome. ANNs possess layers of “neurons”
connected by “axons” (20) (Figure 1A). These layers are grouped
into 1) an input layer, 2) one or more middle “hidden” layers,
and 3) an output layer. The neurons in the input and output
layers correspond to the independent and dependent variables,
respectively. Neurons in adjacent layers communicate with each
other through activation functions, which convert the weighted
sum of a neuron’s inputs into an output (Figure 1B). Depending
on the type of activation function, the output can be dichoto-
mous (“1”when the weighted sum exceeds a given threshold
and “0” otherwise) or continuous. The weighted sum of a neu-
ron’s inputs is somewhat analogous to coefficients in linear or
logistic regression.

Figure 1 illustrates a simple neural network with a single hid-
den layer and a feed-forward structure (i.e., signals progress

unidirectionally from input to output layers). For supervised
learning applications, once the numbers of layers and neurons
are selected, the connection weights of the ANN are fit on a
training set of labeled data through a reinforcement learning
approach. Initial connection weights are generally selected ran-
domly, and network output is compared with the correct output
(class labels) using a loss function, which is based on the differ-
ence between the predicted and true values of the outcome. The
goal is to reduce the loss function to zero—that is, to make the
ANN’s predicted output match truth as closely as possible,
albeit while also protecting against overfitting. In response,
1) resulting error values are distributed backwards through the
network, from output to input, in order to assign an error value
contribution to each hidden and input layer neuron (called
“back-propagation”; for additional technical information on this
process, see, for example, Rumelhart et al. (21)), and 2) connec-
tion weights are updated in order to minimize the loss function
(“weight adjustment”). This 2-fold optimization process repeats
for a number of “epochs” or iterations until the network meets a
prespecified stopping rule or error rate threshold (22, 23).

Strengths and limitations. Strengths ofANNs include their
ability to accommodate variable interactions and nonlinear
associations without user specification (22). The primary

Table 2. Matrix of Joint Probabilities for BodyMass Indexa (x) and
DiabetesMellitus (y) in a Data SetWith 4 Dichotomized
Observations: (0, 1), (0, 1), (0, 1), and (0, 0)

Diabetes Status
BMI Status

Overweight BMI = 1 Overweight BMI = 0

D = 1 0/4 1/4

D = 0 2/4 1/4

Abbreviation: BMI, bodymass index.
a Weight (kg)/height (m)2.
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Figure 1. A single artificial neuron, also called a perceptron (panel A),
and a feed-forward neural network (a collection of multiple neurons orga-
nized in layers) that examines the hypothetical relationship between clini-
cal and demographic predictors and a numerical outcome, fasting blood
sugar level (panel B). Line (axon) thickness reflects input weight, and
line type indicates direction of effect (solid = excitatory or positive;
dashed = inhibitory or negative). Lack of a line (e.g., connecting “sex” to
neuron C) indicates no input. Connections between input and output
layers are exclusivelymediated through the hidden layer (more complex
artificial neural networks can have multiple hidden layers). At hidden
layer neuron A, we observe that both body mass index (BMI; weight
(kg)/height (m)2) and age exert positive inputs, and they demonstrate
interactive effects with each other and race (the latter’s input is negative,
as indicated by the dashed line). The weighted sum of these inputs re-
sults in activation of neuron A and positive output. In contrast, neuron B
converts inputs from age, socioeconomic status (SES), and race into
negative output (inversely correlated with fasting blood sugar), while
neuronC’s inputs fail to surpass the activation function threshold; that is,
there is no effect on the outcomemediated through neuronC.
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limitation of ANNs is that, although it is arguably not completely
a “black box” (23, p. 1112), the underlying model nevertheless
remains largely opaque. Effects aremediated exclusively through
hidden layer(s), making interpreting relationships between input
and output layers challenging, especially for “deep” ANNs,
which include multiple hidden layers. This lack of transparency
complicates commonsense or etiological interpretation of indi-
vidual variable effects and connection weights, although there
are continuing efforts to enhance ANN interpretability (20, 24,
25). ANN training parameters can also be complex, and setting
and tuning these parameters generally necessitates technical
expertise.Moreover, complexANNs, including deep networks,
can require large data sets (potentially in the tens or hundreds of
thousands, although there is no hard-and-fast rule) in order to
achieve optimal model performance, which may be prohibitive
for some epidemiologic applications (26).

Sample statistical packages and modules. Available
software includes neuralnet, nnet, deepnet, and TensorFlow in
R (R Foundation for Statistical Computing, Vienna, Austria);
Enterprise Miner Neural Network and AutoNeural in SAS
(SAS Institute, Inc., Cary, North Carolina); and sklearn and
TensorFlow in Python (Python Software Foundation,Wilming-
ton, Delaware).

Decision trees

Decision trees (i.e., classification and regression trees
(CART)) create a series of decision rules based on continuous
and/or categorical input variables to predict an outcome (5, 27).

Classification trees predict categorical outcomes, and regression
trees predict continuous outcomes. CART analysis has been
popularized as an umbrella term for any decision tree learning
method (27). However, “CART” is also a common implemen-
tation algorithm in the epidemiologic and medical literature,
although a number of other decision tree algorithms have also
been developed (e.g., ID3, CHAID) (28–30).

Figure 2 presents a hypothetical classification tree for a
binary outcome, diabetes. To derive a decision tree, the algo-
rithm applies a splitting rule on successively smaller partitions
of data, with each partition being a node on the tree. The parti-
tion consisting of all data is the root node; in Figure 2 this node
is split on the basis of BMI. Splits are selected to minimize
some measure of node impurity (i.e., diversity of classes)
or heterogeneity (i.e., variance) in each resulting partition (the
“daughter nodes”) (5, 27). The splitting process repeats on each
branch of the tree until additional splits yield no further reduc-
tions in node impurity, or some other stopping criterion is
reached (e.g., a specified minimum number of observations in
terminal nodes or the value at which error is minimized in
cross-validation (31)). In many algorithms, this splitting is often
followed by a “pruning” step in which partitions are remerged
(i.e., some bottom nodes are removed, making the final tree
smaller) based on some criterion designed to increase generaliz-
ability (32).

Strengths and limitations. Decision trees are generally easy
to understand—its having been said that “[o]n interpretability,
trees rate an A+” (4, p. 206)—making their output ideal for a
range of target audiences. They are also flexible to nonlinear

Age >45 Years

Physical

Activity Level

High

No Yes

Routine Consumption

of Sweetened

Beverages/Sodas

Age >55

Years

No

No Yes

Yes

No Yes

Intermediate

Low

BMI >32

No

Diabetes

No

Diabetes

No

Diabetes

No

Diabetes

Root Node

Daughter

Nodes

Terminal or

“Leaf” Nodes
Diabetes Diabetes Diabetes

Figure 2. A hypothetical classification decision tree for predicting a binary outcome, type 2 diabetes mellitus. Body mass index (BMI; weight (kg)/
height (m)2) occupies the root node (the most discriminatory variable in the data set); age, consumption of sweetened beverages, and physical
activity occupy daughter nodes; and predicted diabetes status (yes/no) is reflected in the terminal or “leaf” nodes. Terminal node predictions pro-
ceed on the basis of simple majority rule (e.g., if 60% of patients in a terminal node are diabetes-positive, the entire terminal node will be classified
as “Diabetes”). The cutpoints for the continuous variables, BMI and age, are algorithm-derived. The presence of age at different cutpoints in 2 differ-
ent daughter nodes reflects likely interaction effects: The relationship between age and diabetes differs in patients with BMI ≤32 compared with pa-
tients with BMI>32 who do not routinely consume sweetened beverages.
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covariate effects and can incorporate higher-order interactions
between covariates (27, 33). Trees may lose information by
dichotomizing or categorizing variables where associations are
continuous, and they can be unstable to even small data changes.
Because most decision tree algorithms are “greedy” (splitting
decisions are locally optimized at nodes), through a domino
effect, dramatically different trees can result if even a single
higher-level node shifts to a different variable (34). Hence, deci-
sion trees can be highly sensitive to small perturbations in data.
Perhaps most fundamentally, decision trees are prone to overfit-
ting, and their ultimate utility depends heavily on appropriately
implemented pruning and/or stopping criteria. Ensemble-based
decision trees (e.g., random forests) can address some of these
concerns (see “Ensemble Methods” section), but they do not
produce a single, easily interpretable tree.

Sample statistical packages andmodules. Available soft-
ware includes rpart, caret, ctree, and randomForest (ensemble
decision trees) in R; CART (failure-time data only), CHAID, and
CHAIDFOREST (ensemble decision trees) in Stata (StataCorp
LLC, College Station, Texas); Enterprise Miner Decision Tree
in SAS; and sklearn in Python.

Support vectormachines

Support vector machines (SVMs) are a set of supervised
learning methods used for classification and regression prob-
lems (35, 36). SVMs construct an optimal boundary, called a
hyperplane, that best separates observations of different classes.
In 1 dimension, this boundary is a point; in 2 dimensions, a line;
and in 3, a plane (Figure 3). However, many observations often
need to be transformed before they can be separated by a hyper-
plane. SVMs address this problem by applying a data transforma-
tion called a “kernel function” to the data (3). Kernel functions
project the data into a higher-dimensional space where the input
variables are separable (Figure 3). The optimal kernel function is
usually chosen from a set of commonly used kernel functions
selected through cross-validation. Popular kernel functions
include polynomial kernel, gaussian kernel, and sigmoid kernel.
Following kernel function transformation, the best hyperplane

maximizes the separation between the different classes (i.e., the
margin, defined as the distance from the hyperplane to the clos-
est data point), while tolerating a specified level of misclassifi-
cation. SVMs are traditionally used for binary classification,
but multiple pairwise comparison can be applied for multiclass
classification (36). Extensions to SVM techniques have also
been developed that can be used to predict continuous out-
comes (called support vector regression) (37).

In Figure 3, persons with and without diabetes cannot be sep-
arated by a line in the 2-dimensional space based upon the pre-
dictors, age and BMI (Figure 3A). However, when we project
the data into a 3-dimensional space by applying a kernel given
by φ((age, BMI) = (age, BMI, (BMI − a) × (age − b)), where a
and b are fixed parameters estimated from the data, the data are
now separable in the 3-dimensional space by a plane (Figure 3B).

Strengths and limitations. SVMs generally demonstrate
low misclassification error and scale well to high-dimensional
data (38). SVMs have reasonable interpretability, especially
when a kernel function is not used. Where a kernel function is
necessary, however, selecting the optimal kernel function typi-
cally requires experimenting with a set of standard functions.
This approach can be time-consuming and does not guarantee
that the set of standard kernel functions that were evaluated
included the optimal function, and in some cases hand-crafted
kernel functions are used instead.

Sample statistical packages andmodules. Available soft-
ware includes e1071, kernlab, and caret in R; svmachines (39)
in Stata; PROC SVM in SAS; and sklearn in Python.

Naive Bayes algorithms

A naive Bayes algorithm is a simple probabilistic classifi-
cation algorithm based upon Bayes’ theorem that makes the
“naive” assumption of independence between predictive vari-
ables (40). Naive Bayes calculates the probability associated
with each possible class conditional on a set of covariates—that
is, the product of the prior probability and the likelihood func-
tion. The classifier then selects the class with the highest proba-
bility as the “correct” class (Figure 4). The prior probability

BMI
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e
, 

y
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Figure 3. An illustration of data transformation with a support vector machine for predicting diabetes status. A) Hypothetical age and body mass
index (BMI; weight (kg)/height (m)2) distribution of diabetic (black dots) and nondiabetic (gray dots) patients in 2-dimensional space. a and b are
fixed parameters estimated from the data (see text). B) After transformation, these dots/patients who are not linearly separable in 2-dimensional
space become linearly separable in 3-dimensional space. A hyperplane in 3-dimensional space is shown as a surface.
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typically reflects one’s belief about the outcome, either based
on the study itself or from other published literature. The inde-
pendence assumption in naive Bayes greatly simplifies the cal-
culation by decomposing the likelihood function into a product
of likelihood functions, one for each covariate. Though adapta-
tions of naive Bayes for regression exist (41), the algorithm is
most commonly used for classification.

Continuing our diabetes example, a naive Bayes classifier
would calculate the likelihood of each observation (e.g., BMI
> 32, age > 55 years, and female sex) among people who are
and are not diabetic (Figure 4). Assuming equal prior probabil-
ity for diabetes, an individual would be assigned to the class
(i.e., diabetic vs. not diabetic) that had the highest likelihood of
independently producing each observation.

Strengths and limitations. The simplicity of the naive Bayes
approach contributes to the popularity of these algorithms. It
has been shown to perform relatively well in the presence of
noise, missing data, and irrelevant features (42). Because of the
independence assumption, naive Bayes requires estimation of
fewer parameters, and thus a smaller training set, than more
complex algorithms (43, 44).

Arguably the most important limitation of naive Bayes is that
its independence assumption is often violated in the real world.
In addition, the most probable class may weigh heavily on the
chosen prior. Thus, proper adjustment for underlying class fre-
quencies is necessary when prior probability in the training set
is not representative of the general population. In addition,
when data are correlated, naive Bayes gives more influence to
the likelihood function of highly correlated features and may
bias the prediction (43). These limitations will not affect classi-
fication performance, however, so long as the ordering of the
biased probabilities is the same as that of the correct ones. Naive
Bayes probability outputs nevertheless should never be inter-
preted as actual probabilities of class membership.

Sample statistical packages and modules. Available
software includes e1071, klaR, bnlearn, H2O, and naivebayes
in R; multinomial mixture models in StataStan (45); PROC
HPBNET in SAS; and sklearn in Python.

K-means clustering

K-means clustering is one of the simplest unsupervised learn-
ing algorithms (46). It partitions observations into a prespecified
number of distinct clusters (k), such that within-cluster variation
(e.g., squared Euclidean distance) is as small as possible (47).
K-means clustering first randomly selects k centroids, with each
centroid defining 1 cluster (i.e., each observation is assigned
to its closest centroid). Following k selection, the algorithm
iteratively alternates between 2 steps until classification remains
unchanged: 1) assign each observation to its nearest centroid,
typically defined by squared Euclidean distance, and 2) move
the location of the centroid to the mean of all data points as-
signed to that centroid’s cluster (Figure 5). There are a variety
of methods for selecting k. Often investigators prespecify k
based on background knowledge or visual examination of the
data; however, likelihood and error-based approaches to select-
ing k have been developed (48).

Strengths and limitations. K-means clustering is simple,
easy to interpret, and computationally efficient. However, one
important limitation is that the number of clusters needs to be
prespecified. A slight difference in k can produce very different
results, and methods for estimating k (49) do not necessarily
agreewith each other (50). In addition,when the distance between
observations and cluster centroids is calculated with Euclidean
metrics, the algorithm assumes that clusters have the samewithin-
cluster variance. If some clusters are much larger than others,
k-means can produce nonintuitive results (50) (Figure 6).

Sample statistical packages andmodules. Available soft-
ware includes ClusterR, fpc, akmeans, and kmeans in base R;
cluster kmeans in Stata; FASTCLUS and HPCLUS in SAS;
and sklearn in Python.

ENSEMBLEMETHODS

Ensemble methods utilize information from multiple models
to improve predictive performance in comparison with a single
model. The idea is that even though any individual model
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Figure 4. A hypothetical naive Bayes algorithm for predicting a binary outcome, type 2 diabetes mellitus, in the subpopulation whose body mass
index (BMI; weight (kg)/height (m)2) is over 32, whose age is over 55 years, andwho are female. The prior probability of the class (e.g., diabetes status)
and a product of the likelihood functions, one for each patient characteristic, determine the class assignment. If the posterior probability of being diabetic
(D+) in this population, Pr(D+|BMI > 32, age > 55, female), is larger than the posterior probability of not being diabetic (D−) in this population,
Pr(D−|BMI> 32, age > 55, female), then this populationwould be classified as having diabetes. The prior probability of being diabetic, Pr(D+), approximates
the overall diabetes prevalence. Because of the independence assumption, the likelihood of observing people with this set of attributes—BMI > 32,
age > 55 years, and female sex—among the persons with diabetes (i.e., Pr(BMI > 32, age > 55, female|D+)) can be approximated by the product
of the likelihood of observing each attribute among persons with diabetes (i.e., Pr(BMI > 32|D+) × Pr(age > 55|D+) × Pr(female|D+)). For example,
Pr(BMI > 32|D+) represents, among persons with diabetes, the likelihood of observing people with BMI >32.
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Figure 5. A hypothetical k-means algorithm for dichotomizing (k = 2) patients on the basis of their age and body mass index (BMI; weight (kg)/
height (m)2). Each unclassified observation (hollow dots) is assigned to a diabetes classification (solid dots), with black and gray representing the
predicted diabetes classifications (black, diabetic; gray, nondiabetic) at each step. Squares are centroids, with a single centroid per cluster. The
steps of a k-means algorithm classifying hypothetical data are: A) obtain unclassified data; B) randomly select k = 2 centroids; C) assign each
observation to its nearest centroid and predict its diabetes status (black dots are closer to the black square and gray dots are closer to the gray
square); C) move the black centroid to the mean of all black dots, and similarly for the gray dots, as represented by centroid arrows; D) reclassify
observations to the nearest, updated centroid; E) repeat stepC; F) repeat stepD; andG) perform final classifications, assuming that clusters have stabilized.
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Figure 6. One limitation of the k-means algorithm, as illustrated with simulated data on age and body mass index (BMI; weight (kg)/height (m)2).
When one cluster (upper right) is much larger than the other (lower left), k-means can produce counterintuitive classifications (A). Themore intuitive
classification is shown in the right-hand panel (B).
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within an ensemble is not adequate to capture the characteristics
of the entire phenomenon, so long as the models perform better
than they would with random class assignment, once combined
they can borrow strength from each other and achieve high
predictive accuracy. Broadly, ensemblemethods improve per-
formance by creating a population of models through either
1) training the same underlying algorithm to different versions
of a data set (e.g., bagging and boosting) or 2) training qualita-
tively different models on the same data set (e.g., Bayesian
model averaging, Super Learner) (see Web Figure 1, available
at https://academic.oup.com/aje) and then combining results
across these models on the basis of a defined algorithm. While
the primary objective of bagging and boosting is to minimize
overfitting, multiple algorithm ensembles capitalize on different
models’ strengths and avoid the need for model preselection.
These alternative ensemble approaches are often used in combi-
nation, either as part of the same algorithm or through nested
approaches.

Bagging

Bagging (or bootstrap aggregating) fits the same underlying
algorithm to each bootstrapped copy of the original training
data and then creates a final prediction based on outputs from
the resulting, parameterized, models (51). The final prediction
for a quantitative outcome is obtained by averaging the predic-
tions. For a qualitative outcome, the final prediction either takes
the majority vote among the classifiers or averages probabilities
across the number of bootstrap fits. Bagging reducesmodel var-
iance significantly without affecting bias (52, 53).

Feature bagging attempts to further reduce overfitting. It
trains models on random subsets of variables/features instead of
all variables in an attempt to reduce correlation between models
in an ensemble.When applied to tree-basedmethods, the result-
ing models are called random forests, which force each split to
consider a random subset of predictors (54), giving other weak
predictors a greater chance to be selected as split candidates.
Otherwise, when there is a strong predictor for the outcome,
many trees would choose to first split on that predictor, creating
highly correlated predictions regardless of the variables chosen
at the subsequent splits.

Aside from k-fold cross-validation, one way to estimate pre-
diction errors specifically for random forests is to compute out-
of-bag error (55). Out-of-bag error is the mean prediction error
for each observation, using only the models that did not include
the observation in their bootstrapped samples. Variable impor-
tance rankings summarize the relative importance of each
predictor across all fitted trees. These rankings reflect the
importance of a variable for predicting outcomes by averaging
the impurity decrease for all nodes where the variable is used
across all trees in the forest (51). Impurity decrease measures
changes in the accuracy of a tree and can be described by, for
example, Gini impurity (a measure of the probability of mis-
taken categorization within a node) for bagging classification
trees or the residual sum of squares for bagging regression trees.
“Important” variables change the accuracy of the trees the most.
Importance rankings can be used to assess the relative impact of
individual predictors, as well as the interaction between predic-
tors, in predicting the outcome (56, 57).

Available software includes caret, randomForest, and adabag
in R; CHAIDFOREST for random forests in Stata; SAS (58);
and sklearn.ensemble in Python.

Boosting

Like bagging, boosting also trains models on subsets of data,
but it does it in a sequential fashion and improves the classifiers
by analyzing prediction errors (59, 60). AdaBoost is a well-
known boosting method that sets weights to both observations
and classifiers (61, 62). Observations are givenweights, initially
equal, that increase if incorrectly classified by the last iteration
of the classifier; hence, subsequent iterations will prioritize cor-
rectly classifying these observations. The final output classifier
is a weighted average from the classifier built in each iteration,
with higher weight given to classifiers with higher predictive
accuracy (i.e., lower error rates on training data). Gradient
boosting is a generalization of AdaBoost that uses gradient
descent to optimize any differentiable loss function (i.e., a mea-
sure of classifier performance other than simple classification
error) (63, 64).

Available software includes gbm, adabag, fastAdaboost,
xgboost, ada, and caret in R; Stata (65); SAS (58); and
sklearn.ensemble in Python.

Bayesianmodel averaging

Bayesian model averaging (BMA) estimates the posterior
distribution of a predicted value (or the parameters defining a
parametric relationship) by calculating the weighted average of
model-specific estimates, where the weights are driven by how
much the data support each competing model (66). BMA has
been applied to many statistical models, including linear regres-
sion, generalized linear models, and Cox proportional hazards
models, and it provides better predictive ability than using any
single model (66). Its variants, such as Bayesian model combi-
nation, have emerged to further tackle the issue of overfitting,
as BMA has a tendency to place too much weight on the most
probable model (67). Bayesian model combination creates a set
of ensembles, each representing a combination of individual
models, and weights the ensemble-specific estimate of the effect
size (as opposed to estimates based on the most probable model
in BMA) by the probability that the ensemble is correct given
the data (67, 68).

Available software includes BMS/BAS/BMA in R; SAS (69);
and pyBMA in Python.

Super Learner

Super Learner is a prediction algorithm that uses cross-
validation to determine the optimal weighted combination of
predictions from a group of candidate learners (70–72). Building
on the “stacked generalization” approach proposed by Wolpert
(72), this approach allows the use of machine learning algo-
rithms (e.g., random forests) in addition to standard parametric
algorithms (e.g., logistic regression). K-fold cross-validation
(Web Figure 1) is used to assign weights to each of a user-
defined pool of component algorithms based on out-of-training
set performance, and then the component models are fit to the
entire data set. Model outputs are based on the predictions of
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these candidate models weighted by the cross-validation–derived
weights. It has been applied to predict the drug susceptibility of
human immunodeficiency virus as a function of its mutations
(71), and it has been used as part of procedures to estimate causal
effects (see “Epidemiologic Applications” section).

Available software includes SuperLearner in R and scikit-
learn in Python.

EPIDEMIOLOGIC APPLICATIONS

In this section, we give an overview of the way in which
machine learning algorithms have been used in various applica-
tions related to epidemiologic practice.While this is not a compre-
hensive review and we do not intend to discuss every limitation
and nuance of these approaches, we hope to direct readers to
areas of active research in the literature.

Causal inference

Relative to classical statistical or epidemiologic approaches,
machine learning algorithms have historically placed less
emphasis on causal inference. Indeed, machine learning has
been described as a “black box”method because it is difficult to
draw etiological inferences from the output of some algorithms
(e.g., ANNs). However, machine learning techniques can still
be an important component of approaches to estimating causal
effects in observational studies, with sometimes superior perfor-
mance for reducing bias and controlling for confounding (73).

Propensity score weighting is a common approach for esti-
mating causal effects in observational studies (74). Propensity
scores have traditionally been estimated with logistic regres-
sion, but this approach requires assumptions that, if unmet, may
render biased effect estimates despite propensity score condi-
tioning. Machine learning algorithms often deal implicitly with
interactions and nonlinearities, whereas such high-order terms
must be explicitly specified (and are commonly ignored) in
logistic regression. Machine learning algorithms also perform
well in estimating propensity scores in the presence of high-
dimensional data and can reduce underlying model misspecifi-
cation (75). Although these machine learning benefits may exist
at the expense of easy interpretability, these concerns are not
pertinent to propensity score estimation, as the interpretability
of propensity scores is not relevant to their performance. Multi-
ple studies have empirically demonstrated bias reductions where
propensity scores are generated with machine learning methods,
particularly ensemble-based approaches (75–78). Under cer-
tain conditions, however, bias may persist or be exacerbated
by machine learning methods (79–81). Studies in which re-
searchers calculated propensity scores with machine learning
approaches have included those assessing the effects of early
sexual initiation on young adult health (82), vaccination on
birth outcomes (83), and combination antibiotic treatment on
Gram-negative bacteremia (84).

Likewise, machine learning algorithms can be used as a com-
ponent of any causal inference framework where an estimate of
the likelihood (or distribution) of an outcome is an important
component of the inferential process but need not be directly
interpretable. For example, the Super Learner algorithm has
been used as a component of targeted maximum likelihood
estimation and marginal structural model approaches (85).

Examples include investigations of the relationship between
alcohol outlet density and alcohol consumption patterns (86)
and the relationship between childhood adversity and mental
disorders by race/ethnicity (87).

Machine learning methods have been used more directly to
attempt to understand heterogeneity in treatment effects across
subpopulations. For example, Athey et al. (88) have developed
an approach to building “casual trees” that create decision trees
where groupings are based on treatment effect and provide prin-
cipled estimates of treatment effects within these strata using an
approach they call “honest estimation.” This approach has been
extended to apply the random forest algorithm to these trees, cre-
ating so-called “casual forests” that can be used to estimate treat-
ment effects in persons with particular covariate profiles (89).

Another application of machine learning more directly
related to problems of causal inference is causal structure learn-
ing, which has grown as a distinct branch of machine learning.
Causal structure learning encompasses a group of exploratory
techniques that identify an optimal directed acyclic graph con-
sistent with conditional independence relationships in the data
and provided background knowledge. Approaches to causal
structure learning include Bayesian network approaches (see
Scutari and Denis (90) for an overview) and linear, nongaus-
sian, acyclic models (LiNGAMs) (91–93). The former have
been applied to derive causal influences in cellular signaling
pathways (94) and to infer causal associations between gene
expression and disease (95), while the latter have been used to
estimate causal directionality between sleep disorders and
depression (96) and to explore causality between television
viewing habits and weight change (97).

Diagnostics, prognostic predictivemodels, and other
clinical decision support tools

Disease diagnosis and prognosis are perhaps the oldest clini-
cal utilizations of machine learning techniques (98) and remain
common applications in the epidemiologic literature. Machine
learning is particularly well-suited to certain diagnostic ques-
tions (e.g., those that involve imaging and/or high-dimensional
data), and it can enhance prognosticmodels and clinical decision
support tools through, for example, automation and ease of use.

Diagnostics that involve imaging, where each pixel can be
conceptualized as a feature, and other high-dimensional data
are problems well suited for machine learning approaches.
SVMs have been utilized extensively in oncology for diagnosis
and disease staging from radiological and tissue data (99–107).
They have also been utilized for tumor typing from tissue
microarray gene expression data, which, because of their high
dimensionality, can be problematic for traditional statistical
models (108–111). Outside of oncology, SVMs have shown
promise for neuroimaging diagnostics, including for dementia
(112) and autism spectrum disorder (113–115).

Machine learning techniques are alsowell-suited to prognostic
models and other clinical decision support tools where accurate
diagnosis (i.e., low classification error) is the primary objective,
or where automation is desired. For example, Palaniappan and
Awang (116) employed a combination ofmethods (ANNs, naive
Bayes, and decision trees) in order to develop an automated,
Web-based prediction tool, the Intelligent Heart Disease Predic-
tion System. Incorporation into hospital and emergency room
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operations research is also common. ANNs have been used in
emergency room populations, for example, to predict death
among sepsis patients (117) and prolonged hospital stays
among the elderly (118), and random forests have been used to
build electronic triage models for risk-stratifying patients (119,
120). Because many machine learning methods can accommo-
date complex variable interactions without a priori specifica-
tion, they may also uncover previously unknown prognostic
subgroups (121). For example, Brims et al.’s (121) application
of CART algorithms to a data set of malignant pleural meso-
thelioma cases revealed 4 distinct prognostic groups based
upon clinical characteristics.

Conversely, machine learning methodologies can also be
helpful where manual use, rather than automation, is contem-
plated. In particular, decision trees are popular clinical predic-
tion tools for both diagnosis and prognosis due to their simplicity
and interpretability. Because their output uses branching logic
rather than calculations, decision trees are generally user-friendly
for clinicians to apply at the bedside (e.g., to predict the like-
lihood that an infection is drug-resistant while awaiting micro-
biological confirmation (122, 123)).

Genome-wide association studies

Genome-wide association studies seek to identify genetic
variants that influence disease risk. Genome data sets generally
contain large numbers of genes and single nucleotide poly-
morphisms of interest but, because of sequencing costs and
other practical constraints, are of limited sample size. These
high-dimensional data are the types of data on which machine
learning algorithms perform well. Hence, ensemble machine
learning approaches such as random forests are commonly
used. Random forests can rank the most important single nucle-
otide polymorphisms for a disease outcome. For example, they
have been used to predict drug response in epilepsy patients
based on clinical and genetic information (124); to identify
genetic variants associated with Parkinson disease and other
neurological disorders (125); and to “data-mine” high-density
genetic data to predict Alzheimer disease risk (126).

Other, nonensemble algorithms are also popular in genome-
wide association studies. Researchers have applied SVMs with
Bayesian model averaging to genome-wide data to predict late-
onset Alzheimer disease (127) and k-nearest neighbors (a rela-
tively simple unsupervised classification algorithm (128)) to pre-
dict the heritable genetic susceptibility of common cancers (129).
Microbiome studies, which also involve high-dimensional (albeit
bacterial) genetic data, have likewise utilized machine learning to
identify disease risk factors amongmicrobiota/microbiome signa-
tures (130).Moreover, because interactions do not require a priori
specification under many machine learning algorithms, machine
learning approaches are well-suited to identification of complex
gene-gene (131) and gene-environment interactions that may
modulate disease risk (e.g., use of ANNs to explore interactions
between nutrient intake and metabolic pathway polymorphisms
in breast cancer susceptibility (132)).

Geospatial applications

Machine learning can help to predict and map disease occur-
rence and health indicators in areas where data are limited. Its

ability to efficiently process high-dimensional data sets from
heterogeneous contexts and multiple geographic scales makes
it particularly suitable for this task. A major focus is the devel-
opment of the WorldPop Project (www.worldpop.org), which
is an open-source archive of demographic parameters on fine
spatial scales (133). It uses random forests to map the global
population distribution on a per-pixel scale by combining
remote sensing data (e.g., satellite) across multiple geospa-
tial scales (133). BeyondWorldPop’s use of random forests,
another type of ensemble machine learning algorithm, boosted
regression trees, has also been widely used to map environmen-
tal suitability for disease transmission, including dengue (134),
leishmaniasis (135), Ebola (136), Crimean-Congo hemorrhagic
fever (137), and Zika virus (138, 139). In general, investigators
in these studies 1) chose a set of known or proposed environ-
mental and socioeconomic covariates, 2) incorporated global
assessments regardingwhether the disease(s) of interest was cir-
culating in the country or region, and 3) with these data, built
boosted regression tree models. The resulting models were
used to predict infection probabilities on a pixel-by-pixel scale.

Text mining

Electronic health records provide an unprecedented amount
of clinical information for research, but utilization of these data
sources effectively in studies or for surveillance is generally
cost-prohibitive without some form of automated data extrac-
tion. Machine learning offers automated tools for extracting
unstructured information from textual clinical documents. For
example, i2b2 (Informatics for Integrating Biology and the
Bedside) Challenges address a range of projects aiming to
develop and evaluate information extraction methods for clini-
cal text (140). The 2009 Medication Challenge focused on pro-
viding a schema with which to extract information including
medications, dosages, modes (routes) of administration, fre-
quencies, durations, and reasons for administration from dis-
charge summaries (141).

Other applications include deidentifying personal health
information, research subject recruitment, coding, and surveil-
lance. Machine learning has been used to remove personal
health information from clinical records, such that deidentified
records may be made public for research purposes without ob-
taining individual informed consent (142). Studies have also
used textual data and machine learning algorithms to identify
patients who may qualify for and benefit from participation in
clinical studies (143). Furthermore, text mining can improve
the efficiency of systematic reviews by facilitating the identifi-
cation, rapid categorization, and summarization of relevant lit-
erature (144). Finally, natural language processing of clinical
documents can supplement manual surveillance and has been
used to identify a range of reportable postoperative complica-
tions (145).

In addition to clinical settings, text mining algorithms have
been incorporated into automated infectious disease surveillance
systems that acquire, classify, and process Web-accessible data.
These algorithms can improve detection of early outbreaks and
complement traditional surveillance efforts performed by govern-
ment and international organizations. For example, HealthMap
graphically displays areas where diseases are circulating by
combining search query data, social media data, validated official

2232 Bi et al.

Am J Epidemiol. 2019;188(12):2222–2239

D
ow

nloaded from
 https://academ

ic.oup.com
/aje/article/188/12/2222/5567515 by guest on 17 M

ay 2023

http://www.worldpop.org


reports, and expert-curated accounts (e.g., ProMED-mail) (146,
147). Similarly, theBioCaster system tracks infectious disease out-
breaks onGooglemaps (Google, Inc.,MountainView,California)
on the basis of residual sum-of-squares feeds (148).

Prediction and forecasting of infectious disease

Machine learning methods have been incorporated into pre-
diction and forecastingmodels for infectious disease. For exam-
ple, SVMs have been used to predict whether dengue incidence
exceeded a chosen threshold using Google search terms (149).
Researchers have also used SVMs to predict levels of influenza-
like illness from Twitter data (Twitter, Inc., San Francisco,
California) 1–2 weeks before official reports (150). In addition,
infectious disease forecasters have adopted ensemble-based
methods traditionally used for meteorological and oceano-
graphic predictions. For example, climate forecasting frommul-
timodel ensembles has been adapted to produce early malaria
warning systems (151). Moreover, ensemble-based forecasting
methods based on sequential data assimilation approaches are
increasingly common infectious disease forecasting tools,
because of their ability to correct for various sources of uncer-
tainty in mathematical simulations as compared with traditional
linear time-series models such as negative binomial models and
autoregressive integrated moving average (ARIMA) models.
One type of sequential ensemble filtering, the ensemble adjust-
ment Kalman filter, has been used to forecast seasonal outbreaks
of influenza (152), to reconstruct the transmission network of
the 2014–2015 Ebola epidemic in Sierra Leone (153), and to ret-
rospectively “forecast” cases of West Nile virus (154) and respi-
ratory syncytial virus (155).

BRIEF RECOMMENDATIONS

In this primer, we have discussed several important algo-
rithms, but this is only the tip of the iceberg. We refer readers
to the machine learning textbooks referenced herein for a more
comprehensive review (2, 5, 31). The choice of an algorithm is
highly tied to the research goals associated with its use, and
there is no single recommendation for all projects. However,
epidemiologists interested in adopting machine learning meth-
odologies will often be most interested in accurate prediction
in the context of a large number of covariates. In these cases,
we encourage them to start with ensemble-based boosting or
bagging approaches. Through refitting the same underlying
model to different versions of a data set, these ensembles are
less susceptible to overfitting and less sensitive to tuning param-
eters. They are also easy to implement with many commonly
available tools and packages, with random forests analysis
being a popular choice. The Super Learner approach, which
fits many different models to a data set, is also attractive since
it allows simultaneous consideration of multiple algorithms
and automates many of the best practices for fitting and vali-
dating machine learning models. However, as with traditional
epidemiologic or statistical approaches, a rigorous approach
to assessing performance and appropriate matching of a model
to its use are more important than the specific algorithm used.

Despite the benefits of boosting and bagging, as a general
rule, these ensemble approaches add another stage to modeling,
making their results harder to interpret. Investigators should

carefully consider their primary objective: Is it predictive accuracy
or interpretability?Where interpretability is important, as in many
clinical applications, researchers might consider single, more eas-
ily understandable algorithms such as decision trees. However,
many machine learning algorithms, particularly nonensemble ap-
proaches, are prone to overfitting.

Measures of fit alone (e.g.,R2) should be interpretedwith cau-
tion, as they can be effectively meaningless for some machine
learning applications (156). Without a likelihood function, tech-
niques such as Akaike Information Criterion evaluation are not
available metrics for assessing the generalizability of machine
learning models; hence, cross-validation (whether k-fold, leave-
one-out, or another approach) is a critical tool for evaluating
model performance. These methods must be used appropriately,
however, or they can fool the researcher. The testing and valida-
tion plan should be specified a priori and must be applied to the
full algorithm: For example, if there is a data-based variable
selection step, it should be executed in each data partition used
in cross-validation, not in the full data set prior to the cross-
validation. It is important that researchers understand clearly that
these cross-validation approaches give expected out-of-data-set
performance given the algorithm used, not an assessment of the
particular fitted model, and that they recognize that the quality of
these measures depends on the representativeness of the popula-
tion and the correlation between observations in the training and
testing sets (i.e., if there is high correlation, cross-validated per-
formancewill be deceptively high).

OPPORTUNITIES ANDCHALLENGES

The field of machine learning is rapidly developing and can
make any technical review seem obsolete within months. Grow-
ing interest in the field from the general public, as reflected in
extensive coverage of self-driving cars and AlphaGo (Alphabet,
Inc., Mountain View, California) in the mainstream media, is
accompanied by efforts from the machine learning community
to make advanced machine learning technologies more acces-
sible. Educational companies such as Udacity (Udacity, Inc.,
Mountain View, California) and Coursera (Coursera, Inc.,
Mountain View, California) have partnered with companies
like Google and academic institutions to create online and
freely available courses on machine learning and deep
learning.

In addition to the growing educational resources, large tech-
nological companies, including Google, IBM (International
Business Machines Corporation, Armonk, New York), and
AmazonWeb Services (AmazonWeb Services, Inc., Seattle,
Washington), are heavily investing in open-sourcemachine learn-
ing that uses data-flow graphs to build models (e.g., TensorFlow
(Google, Inc.) (157)). The use of data-flow graphs in TensorFlow
enables developers and data scientists to focus on the high-level
overall logic of the algorithms rather than the technical coding
details, which greatly increases the reproducibility and optimiz-
ability of the models. Models built with TensorFlow can be inte-
grated into mobile devices, making on-device/bedside diagnosis
practical when combined with mobile sensors. The ability of
TensorFlow to build and run models on the cloud also dramat-
ically increases processing power and storage ability, which is
particularly helpful for analyzing large data sets with complex
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algorithms. These machine learning developments continue to
ease the entry barriers for epidemiologists interested in using
advanced machine learning technologies, and they have the
potential to transform epidemiologic research.

Yet, there continue to be challenges that impede greater inte-
gration of machine learning into epidemiologic research. Clas-
sically trained epidemiologists often lack the skills to take full
advantage of machine learning technologies, partly because of
the continued popularity of closed-source programming lan-
guages (e.g., SAS, Stata) in epidemiology. In addition, despite
the promise of “Big Data,” logistical roadblocks to sharing de-
identified patient data and amassing large health-care data sets
can make it challenging for epidemiologists to leverage these
opportunities, particularly compared with the private sector.
Even when data are available, epidemiologists should be mind-
ful of the class-imbalance issue (see Table 1) often inherent in
health-care and surveillance data, which can pose challenges
for many standard algorithms (158).Most importantly, a general
lack of working knowledge on machine learning algorithms,
despite their substantial methodological overlap with statisti-
cal methods, reduces the practical uptake of these techniques
in the epidemiologic literature.

Ultimately, advanced machine learning algorithms offer epi-
demiologists new tools for tackling problems that classical meth-
ods are not well-suited for, but they by no means serve as a
cure-all for poor study design or poor data quality. Further erod-
ing the cultural and language barriers betweenmachine learning
and epidemiology serves as an essential first step toward under-
standing the value of, and achieving greater integration with,
machine learning and existing epidemiologic researchmethods.
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APPENDIX

Further Reading: Machine Learning Resources for Epidemiologists

Many machine learning articles and textbooks are written for an audience with a computer science background, and as a con-
sequence, the language and terminology can be unfamiliar to epidemiologists. In order to help interested readers further explore
these topics, we have selected a sample of relatively easily accessible articles that introduce the algorithms and ensemble models
reviewed in this primer in greater detail:

• Artificial neural networks: Jain et al. (159); Olden et al. (160)
• Decision trees: Atkinson and Therneau (161); Olden et al. (160)
• Support vector machines: Noble (36)
• Naive Bayes: Lewis (40)
• K-means clustering: Jain (46)
• Bayesianmodel averaging: Hoeting et al. (66)
• Super Learner: Polley and van der Laan (162)
• Boosting and bagging: Opitz andMaclin (163)

In addition, An Introduction to Statistical Learning by James et al. (31) provides an accessible overview of popular machine learning
algorithms and discusses them in parallel with traditional statistical approaches. A supplemental 15-hour online tutorial by Markham
(164) discusses much of the same material in further detail and offers an alternative learning format. It is available at https://www.
r-bloggers.com/in-depth-introduction-to-machine-learning-in-15-hours-of-expert-videos/. Both resources are open-access.
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